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a b s t r a c t

Controllable text generation has taken a gigantic step forward these days. Yet existing methods are
either constrained in a one-off pattern or not efficient enough for receiving multiple conditions at
every generation stage. We propose a model-agnostic framework Plug-in Conditional Auto-Encoder
for Controllable Text Generation (PCAE) towards flexible and semi-supervised text generation. Our
framework is ‘‘plug-and-play’’ with partial parameters to be fine-tuned in the pre-trained model (less
than a half). Crucial to the success of PCAE is the proposed broadcasting label fusion network for
navigating the global latent code to a specified local and confined space. Visualization of the local latent
prior well confirms the primary devotion in hidden space of the proposed model. Moreover, extensive
experiments across five related generation tasks (from 2 conditions up to 10 conditions) on both RNN-
based and pre-trained BART [26] based auto-encoders reveal the high capability of PCAE, which enables
generation that is highly manipulable, syntactically diverse and time-saving with minimum labeled
samples. We will release our code at https://github.com/ImKeTT/pcae.

© 2022 Elsevier B.V. All rights reserved.
1. Introduction

Obtaining systems to automatically produce realistic-looking
exts has been a goal pursued since the early stage of artificial
ntelligence [1]. In real life scenarios, to approach more human-
ike contexts, the generated sentences should be tailored to their
pecific audience [2]. As a result, controllable text generation
CTG) has drawn great attention nowadays [3–5]. Controllable
ext generation aims at generating coherent and grammatically
orrect texts whose attributes can be controlled [6], and/or abide
y user-defined rules which reflect the particular interests of
ystem users [2].
With the successful deployment of deep neural networks,

ecent proposed methods have brought us closer to this objective
y producing texts with specified attributes. A general idea is to
mbed given conditions into an end-to-end training scheme [4,
,8] in order to produce sentences that fulfill given conditions,
hich has been illustrated in Fig. 1. Nevertheless, there are two
ain defects of these models that limit the application of these
ethods in reality. Firstly, these methods cannot deal well with

eal-world cases where conditions are not distributed at one
ime, i.e., new conditions for new using circumstance. In this
cenario, models like SVAE [7], OPTIMUS [8] need to activate
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950-7051/© 2022 Elsevier B.V. All rights reserved.
all model parameters to be trained for these new conditions,
which are time-wasting, thus are not the ideal re-deployments
for practical use [9]. Secondly, these models are mostly restricted
to custom and well-designed language models, which means it
is inconvenient to apply them directly to other more advanced
language models for better modeling results. To address these
problems for more practical application, another line for CTG
follows the Pre-train and Plug-in (PnP) paradigm [5] has raised a
lot research focus in recent years. By freezing the base language
model (LM) and modifying few or no plug-in parameters, this
paradigm is more flexible and powerful for controllable gener-
ation since it is parameter-efficient and can be applied to any
advanced LM. Despite its success, there are two main defects
regard to existing PnP works: one is that they are not convenient
for creating texts with numerous categories at one time. Take
currently the best-performed PnP language model PPVAE [10] as
an example, when n conditions come in at some point, it demands
to train additional n plug-in AEs to produce controlled texts. This
drawback makes the whole system verbose and time-wasting
when it meets a great amount of conditions. Another issue is that
these PnP methods with only hidden mapping functions to be
updated during plug-in process may be incapable of reaching a
high degree of control. Since auto-encoders have shown favorable
learning ability of text integral properties that are beneficial for
controllable generation [11], we extend from existing text AE-

based [12] PnP frameworks, and isolate the textual syntax module

https://doi.org/10.1016/j.knosys.2022.109766
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Fig. 1. A running example of the CTG task using auto-encoders. For controllable
generation, we only need to input control signals (i.e., one-hot class label) and
a global latent vector zg sampled from standard Gaussian. Then the model
roduces texts that fulfill given conditions by creating specified local latent
paces.

rom the input condition representation module by building the
aseAE and PluginAE separately.
Formally, the BaseAE can be any kind of text auto-encoder,

hich takes the main responsibility to formulize the basic sen-
ence generation guidance as a standard LM. To benefit PluginAE
n its high-dimensional hidden space, BaseAE is also expected
o expatiate a robust and continuous latent manifold. As for
luginAE, it is a model-agnostic lightweight inserted component
or BaseAE. Our PluginAE architecture is designed with efficient
roadcasting label infuser Broadcast Net, incorporating label prior
o BaseAE’s latent space and enabling the plug-in model to learn
ll the conditions with one single training procedure. In purpose
o achieve a higher level of control for our model, we choose to
ctivate the decoder originated from the BaseAE during plug-in
raining. Our contributions can be listed as follow:

1. We explored a novel model-agnostic controllable text gen-
eration method PCAE. It is based on PnP framework and can
be easily adopted to any kind of advanced auto-encoders
for text controllable generation.

2. We devised the Broadcast Net for efficient fusion between
conditions (labels) and latent space, so the model can gen-
erate controllable texts with very few labeled samples and
time.

3. To explain the advantageous improvement of PCAE, we
evaluated our model on five different related tasks with
conditions ranging from 2 to 10. We further utilized both
RNN-based and pre-trained BART [13] based auto-encoder
to verify the effectiveness of proposed framework.

nspiring results demonstrate that our model is both time-saving
reduce up to 35%) and highly controllable (near 90% accuracy
ith 100 labels for each class in the best case) compared with
oth competent RNN-based and BART-based baseline language
odels.

. Related work

.1. Text auto-encoders with latent variables

Latent variable models (LVM) have drawn massive attention in
ext generation field [10,12,14,15]. The latent space geometry of
VMs can conduct multiple view of knowledge in a given corpus
i.e., style, topic, and high-level linguistic or semantic features).
here are two famous categories for text modeling with auto-
ncoders (AE), namely variational auto-encoders (VAE) [12] and
dversarial auto-encoders (AAE) [16]. They commonly employ
he evidence lower bound (ELBO) maximization of data pθ (X)
to update the holistic model. A major distinct between these
2

two models lies in the regularization term of their ELBOs. While
VAE takes a Kullback–Leibler (KL) penalty as its latent regulator,
AAE introduces a discriminator to judge latent differences as
illustrated below,
log p(X) ≥ Eq(z|X)[log p(X | z)]  

reconstruction term

−

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

DKL(q(z | X) ∥ p(z))  
KL penalty

ELBO of VAE

Ep(z)[− logD(z)] ELBO of AAE
+Ep(X)[− log(1 − D(E(X)))]  

Discriminator penalty

,

(1)

where function D(·) and E(·) for the ELBO of AAE denote its
discriminator and encoder respectively. The VAE as a general tool
is widely used in continuous generation (e.g., image generation).
However, when it comes to the discrete domain (i.e., text gen-
eration), VAE is facing numerous plights, such as latent vacancy
dilemma [17], latent vanishing problem [12], etc. The main reason
is that VAE often neglects latent information provided by the
encoder. In contrast to VAEs, AAEs maintain a strong coupling be-
tween their encoder and decoder, ensuring that the decoder does
not ignore representations in the latent space, which makes it
robust for latent knowledge interpretation and interpolation [16,
18]. However, Li et al. [8] proved that a strong encoder such as
pre-trained BERT in a VAE is very helpful to remit such issue.
As a result, we employed AAE loss for RNN-based PCAE and VAE
loss for pre-trained BART-based PCAE to show our framework is
model-agnostic and effective under any auto-encoder.

2.2. Auto-encoders with pre-trained language models

Large pre-trained language models (PLMs) are gaining more
and more popularity these days. With enormous resources be-
ing devoted, experienced encoders&decoders such as BERT [19],
GPT-2 [20] and T5 [21] are devised to fully understand textual
contents and create human-like sentences respectively. Incorpo-
rating these mighty PLMs as encoder and decoder of a variational
auto-encoder can largely mitigate the KL collapse problem by
offering the decoder a nonnegligible latent space from its en-
coder [8]. Several works to incorporate these PLMs into latent
auto-encoders have been explored nowadays [8,22–25], which
have shown promising potential in a varied multitude of tasks
including unsupervised latent interpolation [8,24], controllable
text generation [8] and prompt story generation [23], etc.

2.3. Controllable text generation

The core idea of controllable text generation is to generate
textual contents with designated conditions to cope with speci-
fied circumstances and auditors. Formally, we follow the problem
setting in previous works [4,10] to define the task: Given a set of
k conditions L = {l1, l2, . . . , lk} (e.g., specific topics, sentiment
labels), conditional text data Y = {Y 1,Y 2, . . . ,Y k} and unlabeled
corpus X , where each text corpus Y i corresponds to its label li.
With condition label li as input, we aim at learning a language
model F(li) to calculate the distribution over the text samples
Y i. Thus, when the condition li is specified, the model could
generate realistic text samples that fulfill the given condition.
And in practice, we usually leverage a trained text classifier to
distinguish texts with different concepts (see Section 4.4.1 for
controllability analysis).

To support generating sentences that fulfill such request, re-
cent researches are mainly divided into threefold according to
their training paradigm: supervised, self-supervised and semi-
supervised. For fully supervised methods, adversarial components
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Table 1
The main variable denotations in our method.
Variable Description

X Input unlabeled text corpus
Y Input labeled text corpus
yi The ith word from a data point in Y
L Task label set
li The ith label from the label set
Y i Labeled text corpus with label li
Zg Global latent space
zg Global latent vector from Zg
Z l Local latent space
z l Local latent vector from Z l
Fl Label embedding network
eli Label embedding of label li
Fz(t) The tth latent transformation network
z l(t) The local latent vector after Fz(t)
hi The ith hidden state of the decoder
E(·) The encoder of models
D(·) The latent discriminator of AAE models
k(·, ·) The kernel function
p(·) The prior distribution
q(·) The posterior distribution

like specified discriminators are widely employed [26,27]. In spite
of their high controllability, they require abundant labeled data
and enormous computational resources, which is unpractical for
real world applications. Self-supervised methods commonly ex-
plore the hidden embeddings of LMs [15,27] and apply them-
selves to catch the underlying control rules during training, yet
they normally provide sequences with a low degree of control.

The third party is semi-supervised, which requires only lim-
ted labeled data for controllable generation. SVAE [7] as the
irst semi-supervised VAE model, was initially applied to visual
omain. Duan et al. [10] explored its modeling formulation into
anguage domain, which treats the label embedding as an ex-
ended part of the latent variable when there are label-text pairs
vailable. Li et al. [8] proposed OPTIMUS with BERT and GPT-2
s encoder and decoder respectively. They conducted controllable
ext generation via a latent space adversarial network using a
wo-stage training, which only requires labeled data at the second
tage.
Apart from SVAE and OPTIMUS, one important branch named

‘Pre-train and Plug-in’’ (also known as plug-and-play) is rising re-
ently. Since labeled samples are generally required only at ‘‘Plug-
n’’ stage in PnP models, their training fashion is categorized as
emi-supervised. Keskar et al. [28] used human-defined ‘‘con-
rol code’’ to pre-trained LMs in order to generate controllable
exts, but needs full-scale fine-tuning. To reduce training time, [5]
irstly proposed the concept of plug-and-play for conditional text
eneration, which generates controlled sentences by pulling the
radients of LMs along the desired path using extra compo-
ents with few parameters. However, it was proposed based on
arge pre-trained language models and still requires hours to be
rained. What followed was the PPVAE [10], which can be inserted
o any pre-trained AE to create conditional texts. Nevertheless, it
oes not equip label infuser to incorporate condition knowledge
xplicitly into generation, thus has to train n plug-in VAEs when n
ew conditions come in. Naturally, when multiple conditions land
t one time, PPVAE lacks the ability to deal with them elegantly
nd efficiently. Other lines of PnP controllable generation either
argets at changing the prompts/prefix to be fed into the base LMs
uring training procedure [29,30], or shifting output probabilities
rom trained LMs at inference time [31,32]. These methods are
ostly based on large pre-trained models and generally take
ours to be fully tamed (sometimes their training times are even
onger than fine-tuning) [30,31,33].
 l

3

3. PCAE methodology

We present the main variable denotations in Table 1. The key
idea of our framework is to reduce the resource consumption
of training a language model with high controllability. The PnP
framework with one full model training and plug-in controllable
components is an efficient and flexible for this demand. Thus our
model is separated into two disconnected sections: BaseAE and
PluginAE, which corresponds to pre-training and plug-in training
stage respectively. The model’s workflow is in Fig. 2: the first
figure represents the model structure of BaseAE, while the second
figure is the structure of PluginAE. As for the third figure, it
is the process for controllable text generation, which requires
components from both BaseAE and PluginAE.

For pre-training stage, we use unlabeled textual data X to
rain the BaseAE language model (train from the scratch for RNN-
ased model and fine-tuning for BART-based model). For plug-in
raining, we input text-label pair {Y , L} = {Y i, li}i, where Y i is
he training corpus from Y with label li. We use the labeled data
airs for conditional training in order to obtain the controllable
ecoder of PluginAE, which takes the latent variable and label
ondition li to generate controllable texts. Thus, once we trained
he PluginAE, we only need to input the sampled global latent
ector from its prior zg ∼ N(0, I) and a control label li (one-
ot label) to the model for controlled generation. This training
rocess makes PCAE only access to labels at the second stage,
hich makes it semi-supervised.

.1. BaseAE pre-training/fine-tuning

BaseAE is under the obligation to present fluent and diverse
exts and further derive meaningful latent representations. A
aseAE consists of three main components: the encoder, global
atent space Zg and the decoder. It should be noted that to ensure
ur BaseAE is a qualified LM, it ought to, in principle, be pre-
rained on a very large text corpus (the unlabeled text data X).
s we employ both RNN and pre-trained BART in our framework,
he pre-training stage of BaseAE represents training from the
cratch for RNN and fine-tuning for BART-based model. For RNN-
ased BaseAE, we chose de-noising adversarial auto-encoder [34],
hose loss function is the same shown in Eq. (1) except replacing
with global latent code zg ∼ Zg . For BART-based BaseAE, we

imply employed the BART encoder, decoder and the plain VAE
raining loss presented in Eq. (1) with z replaced with zg .

.2. PluginAE plug-in training

PluginAE is the BaseAE model with additional plug-in compo-
ents. It is the direct portal for controllable text generation, which
orms a more structured local latent space with label signals and
lobal latent space from BaseAE for controlled generation. To
ake the PluginAE controllable for generation, we send global

atent embedding and label signal to neural networks to produce
locally structured latent space Z l , and further feed it to the
ecoder for generation.
Inspired by DenseNet [35], which densely connects neural

epresentations with the latter layers of the network using skip
onnection [36], we utilize a label infuser that incorporates dense
onnection to sample the local variable z l conditioned on both
abel and global latent information. That is to say, for given
abel representation, we broadcast it to every layer of a neural
etwork using skip connection, which then produces the local
atent vectors as output. We call this label infuser the Broadcasting
et. Specifically, for a Broadcasting Net with n layers, it takes
he previous latent vectors (i.e., global latent vector zg at the
eginning) and any label li to generate the corresponding local

atent vector z l , which can be formulized as:
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Fig. 3. The label fusion function Φ , which is essentially a broadcast operation
between label embedding and latent codes. Thus it refers to the Broadcasting
et.

1. For input one-hot label li, we obtain its representation eli
by label embedding layer Fl.

2. Given zg , we draw z l by sampling from the local latent
distribution p(z l | zg , eli ). In detail, at tth layer, this
transformation with zg and eli is implemented by a lin-
ear transformation Fz(t) after concatenation, so the overall
modeling is formalized as:
z l = Fz(n)

(
...Fz(1)(Fz(0)(zg ⊕ eli ) ⊕ eli )... ⊕ eli

)  
totally n Broadcasting Layers

,

ote that, to extend the broadcasting layer from one to multiple
ayers, we simply repeat it to broadcast the label signal to every
ayer of the label infuser as shown in Fig. 3. Hence we call this
abel infuser the Broadcasting Net.

.3. Controllable text generation

Finally, we feed the sampled local latent vector z l to the
ecoder for word decoding. During training, the conditional mod-
ling process of the decoder with labeled document Y can be
ormulized as:

(Y | z l) = p(y1 | z l)
n∏

i=2

p(yi | y1:i−1, z l)

= p(y1 | z l)
n∏

i=2

p(yi | hi, z l),

(2)

where hi is the ith hidden state of the decoder that satisfies hi =

Decoder(hi−1, yi−1, z l). Unlike other PnP models that completely
ignore BaseAE during plug-in training, we argue that to ensure
the high efficiency of blending two separate domains (i.e., el and
zg ) and generating contexts with high quality from them, the
decoder of BaseAE ought to take part in the optimization process
and be regarded as a fine-tuning component in PluginAE. As a
result, the reconstruction loss of PluginAE is on word token level

instead of continuous latent level like PPVAE. This setting only

4

activate less than a half parameters of BaseAE, and expends very
little time (compared with baselines) but achieves considerable
performances (see Section 4.4.3 for details).

Once we trained the PluginAE, we only need to input the
sampled global latent vector from its prior zg ∼ N(0, I) and a
control label li to the model for controlled generation as shown
in Fig. 2.

3.4. Training loss of PluginAE

For the plug-in training, we employ the labeled corpus Y as
training data. Since the PluginAE inherits the training scheme
of auto-encoders, its training loss consists of two parts, namely
reconstruction loss and latent regularization term. To ensure the
consistency of models’ learning process, we employ adversarial
auto-encoder (AAE) loss for RNN-based model and variational
auto-encoder (VAE) loss for BART-based model respectively. The
reconstruction loss of both types of model is the same, which
is the cross-entropy loss between generated token logits and
training sentences. The main difference between them is that,
AAE loss uses the adversarial distance between latent prior and
posterior for regularization, while VAE loss employs KL diver-
gence. For RNN-based PluginAE, to avoid potential representation
vanish issue in z l [37], we take a mutual information I(Y ; z l) into
onsideration follow infoVAE [37,38]. It can be further factored in
wo items related to the KL divergence DKL(q(z l | Y ) ∥ p(z l)) and
KL(q(z l) ∥ p(z l)) as follow:

(Y ; z l)

=

∫
q(Y , z l) log

q(Y , z l)
q(Y )q(z l)

dYdz l

=

∫
q(Y , z l) log

q(z l | Y )
q(z l)

dYdz l

=

∫
q(Y , z l)

[
log

q(z l | Y )
p(z l)

− log
q(z l)
p(z l)

]
dYdz l

=

∫
q(z l,Y ) log

q(z l | Y )
p(z l)

dYdz l −

∫
q(z l) log

q(z l)
p(z l)

dz l

= DKL [q(z l | Y ) ∥ p(z l)] − DKL [q(z l) ∥ p(z l)] .

(3)

And we approximate the KL term DKL(q(z l | Y ) ∥ p(z l)) by
dversarial distance for RNN-based PluginAE. Finally, the holistic
bjectives of both types of PluginAE are specified as follows:

ax p(Y , l) ≥ Eq(z l |Y )[log p(Y | z l)] − λzlLz l

where

Lz l =

⎧⎪⎪⎨⎪⎪⎩
Dist(z l, E(Y ))
− λinfoDKL(q(z l) ∥ p(z l)) RNN-based

(4)
DKL(q(z l | Y ) ∥ p(z l)) BART-based
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Table 2
Statistics of the preprocessed datasets.
Dataset #Voc.

size
#Training
Docs

#Validation
Docs

#Test
Docs

#Avg.
length

Yelp 10,005 200,000 10,000 10,000 9.11
Titles 30,005 128,000 16,000 16,000 9.27
Yahoo 30,005 400,000 3000 3000 9.93

Here, the distance function in RNN-based loss is implemented as
Dist(z l, E(Y )) = Ep(Y ,l)[− log(1 − D(E(Y )))] + Ep(zg )[− logD(z l)]
ith D, E to be the discriminator and encoder respectively. In
ractice, for RNN-based PCAE, we use multi-layer neural network
as the discriminator) to calculate its latent regularization term
y classifying random noise and latent vectors. For BART-based
CAE, we use reparamerization trick [12] to parameterize the
ean and log variance of the latent space (i.e., Gaussian) to
alculate the KL divergence.

. Experimental results and analysis

.1. Implementation details

.1.1. RNN-based implementation details
For BaseAE, we formally followed the settings in [34]. For three

atasets to be trained, we mainly focused the short text gener-
tion and set the maximum vocabulary size to 10,000 for Yelp,
0,000 for Yahoo dataset and Titles dataset. Statistics for pre-
raining corpus are listed in Table 2. Word embedding dimension
as 512. The encoder and decoder of BaseAE were bi-directional
STM [39] and plain LSTM severally, and both with a hidden size
f 1024 per direction. The size of global latent code was 128.
he dimension of hidden state in the discriminator for latent
istance measurement was set to 512. The noise function was
aken from [34], we set word drop rate to 0.3. The weight of
iscriminator loss λadv was set to 10. For optimization, we utilized
dam [40] with learning rate 5×10−4 and a batch size of 256. We
5

rained 50 epochs for three datasets, and stored model parameter
eights on the epoch performs the best on validation set.
For PluginAE, the label embedding size n was 8. The label

roadcasting Net was implemented with pure linear functions
nd concatenations. During training, we activated the decoder,
ook-up linear function from decoder to word probability in the
ecoding section. And we also activated the linear function from
atent codes to decoder embedding. As for optimizer, we selected
dam with learning rate 1 × 10−4 and a batch of 80 samples
s input. We trained our model on each task until it converges.
hrough cross-validations, we chose the weight of adversarial
oss λadv and latent regulator λinfo to be 30 and 50 respectively.
or text generation, we chose categorical sampling with decoding
emperature to be 0.8 according to ablation experiments.

As for the formal implementation of Ep(Y ,l)[DKL(q(z l | Y ) ∥

(z l))] approximation in the PluginAE training loss. We utilized
nother divergence Maximum Mean Discrepancy (MMD) [41,42]
o efficiently optimize DKL(q(z l) ∥ p(z l)) term. MMD is widely
sed for quantifying the distance between two distributions using
he kernel trick. The MMD between two distributions q and p is:

MMD(q ∥ p) = Ep(z),p(z′)

[
k
(
z, z ′

)]
− 2Eq(z),p(z′)

[
k
(
z, z ′

)]
+ Eq(z),q(z′)

[
k
(
z, z ′

)]
,

(5)

the function k(z, z ′) here is a definite kernel, and we chose it to
be Gaussian.

4.1.2. BART-based implementation details
We utilized BART encoder and decoder as encoder and decoder

of our AE model respectively. For BaseAE structure, we used
the pre-trained tokenizer with the vocabulary size of 50,265. To
perform BART under the paradigm of auto-encoder, a latent space
is required to connect encoder and decoder during training. We
derive this latent space using the mean pooling of the output of
encoder and feed it to decoder as cross attention input, which is
similar to OPTIMUS [8]. We loaded the medium-sized pre-trained
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eight of BART1 which consists of 6 transformer layers for en-
oder and decoder separately. The size of latent code was set to
28 like RNN-based ones. As for BaseAE training, we employed
damW [43] optimizer with learning rate 1 × 10−4 for three
orpus. During training, we followed OPTIMUS to utilized free KL
hreshold [44,45], the threshold was set to 0.1 and our model was
rained with 4 cycles of KL annealing from 0 to 1 using cyclic KL
nnealing technique [46]. We finetuned the BART VAE with batch
ize 64 for 8, 10, 10 epochs for Yelp, Titles and Yahoo datasets
espectively, which took around 2, 4 and 3 h to train.

For PluginAE structure, we only added label infuser based on
aseAE model. The structure of label infuser is exactly the same
s RNN-based PCAE models. For PluginAE training, we trained
he model with the VAE training objectives and set the free KL
hreshold to 0.1 for training consistency. During training, we
ctivated the decoder and label Broadcasting components. As for
ptimizer, we selected AdamW with a batch of 32 samples as
nput. Moreover, since PLMs are sensitive to learning rate dur-
ng training, we chose different learning rate for different tasks
ccording to their classification performance, i.e., 1 × 10−4 for

tense, topicL tasks, 3×10−4 for sentiment, topicS and topicM tasks.
We trained our model on each task until it achieves the highest
controllability (i.e., the highest accuracy on each task). For text
generation, we chose top-k nucleus sampling strategy [47] for
decoding with k = 50 and p = 1.0 and sampling temperature to
be 1.0. We generated 500 sentences for each class in every task
for further evaluations.

4.1.3. Classifier implementation details
For the classifier we applied for text attribute classification,

we employed a bi-directional LSTM with one layer and a hidden
size of 256. The word embedding size was set to 128. As for
optimization, we employed SGD [48] with learning rate 0.01. We
trained the classifier on five tasks with 5000 labeled samples for
each class and 50 for a batch until the loss converges. We saved
the parameter weights of model performs the best on validation
set during training.

4.2. Datasets

We conducted controlled experiments on different tasks to
quantify the benefits of the various aspects of our approach.
Specifically speaking, we followed previous works and carried
out related tasks on three datasets: Yelp review [49], Titles [50]
and Yahoo Question [51]. We chose five tasks from these three
datasets, all with text semantic labels. Their detailed class de-
scriptions are presented below:

• Yelp sentiment: 2 classes. Positive, Negative.
• Yelp tense: 2 classes. Present, Past. We make the same

partition as described in [34].
• Titles topicsS: 4 classes. Business, Science & Technology,

Entertainment, Health.
• Yahoo topicsM: 6 classes. Society & Culture, Science & Math-

ematics, Health, Education & Reference, Computers & Inter-
net, Sports.

• Yahoo topicsL: 10 classes. 6 from Yahoo topicsM task with
the addition to Business & Finance, Entertainment & Music,
Family & Relationships, Politics & Government.

We respectively sampled 100, 300, 500, 800, 1000 examples from
each classes for every task as plug-in training sets. The detailed
statistical summary of three datasets for BaseAE pre-training is
reported in Table 2.

1 https://huggingface.co/facebook/bart-base.
6

4.3. Baselines

For RNN-based implementation of our model, the first com-
parison focuses on a model that, likes ours, is plug-and-play.
PPVAE [10] generates controlled texts by feeding sentences with a
heavy bias i.e., all from the same class. For multi-class controlled
generation, PPVAE also takes negative samples (those not in the
current desired category) and produce a negative loss to enhance
its overall ability. That is to say, for n conditions (classes), PPVAE
needs to produce n plug-in VAEs to be controlled, besides, at
every training procedure it normally requires to encode all the
given samples so that negative loss can be computed. Another
baseline model SVAE [7] follows the end-to-end semi-supervised
framework. It incorporates a classifier to provide conditional dis-
tribution for unlabeled data. Note that, to make it equal, we
implement all baselines under the same BaseAE, and update
the decoder parameters in PPVAE to make the competition im-
partial. Since other models like CTRL-GEN [4] has been proven
much inferior in similar tasks [10], we did not take them for
comparison.

For BART-based implementation of our model, we took OP-
TIMUS [8] as the baseline model. OPTIMUS is a strong baseline
that reached unparallel language modeling ability including con-
trollability, its controllable training requires a two-stage training
process, and we used the same BaseAE of ours as its first stage
tuning model out of fairness. OPTIMUS introduced a discriminator
on latent space for adversarial training (to distinguish the real
latent variable and Gaussian noise). We employed the same dis-
criminator structure as in OPTIMUS with latent space dimension
of 128. We denote BART-based OPTIMUS as OPTIMUSbart .

4.4. Evaluations and analysis

4.4.1. Controllability
To evaluate which degree of controlment the proposed model

can obtain, we conducted experiments of text attribute classi-
fication. The classifier was trained with 5000 samples for each
category. From the results in Fig. 4 and Table 3, we could draw
the following conclusions: (1) Our RNN-based model is evidently
superior to baseline PPVAE that follows the PnP paradigm in all
circumstances. Also, in most situations, our model outperforms
SVAE, which is an end-to-end model that needs a full-training ev-
ery time. The last figure of averaged accuracy well confirms that
PCAE is a better performer in controllable generation than base-
lines. (2) In some cases, the proposed model is capable of reaching
comparatively high accuracy even with few available labels with
either RNN or BART (e.g., RNN-based model reaches over 80%
accuracy with only 300 labeled samples for each class on Yelp
tense and sentiment). (3) When model’s encoder and decoder are
not very strong (i.e., RNN trained from the scratch), in tasks with
too many categories (i.e., no less than 4 classes), models with ex-
plicit label signals (i.e., our model and SVAE) outperforms PPVAE
distinctly and the proposed RNN-based model outperforms SVAE
in most circumstances. We attribute these phenomenons to an ef-
fective label fusion network of ours compared with baselines. (4)
BART-based models achieve generally higher accuracy than RNN-
based models (except in topicsM task), which can be ascribed to
applying powerful PLM encoder&decoder. (5) From the averaged
result, among all baselines, the proposed PCAEbart reaches the best
performance in the most cases and comparable accuracy results
in the rest situations.

4.4.2. Diversity
Intuitively, texts with high controllability often face with the

conundrum of low diversity. AE-based works have been widely

https://huggingface.co/facebook/bart-base
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Fig. 5. Training time (Y axis, counted in second) for plug-in modules with varied number of labeled samples (X axis) for each class on three tasks from three different
datasets.
Table 3
Accuracy on five different tasks and averaged accuracy of them with varied number of labeled samples for each
class. All model settings are the same as models in Fig. 4. We use boldface to indicate the best value.
Label Num. Models Sentiment Tense topicsS topicsM topicsL Avg.

100
SVAE 56.53 59.34 52.86 34.85 15.18 43.75
PPVAE 67.53 77.56 29.10 17.06 10.26 40.30
OPTIMUSbart 76.80 87.67 64.29 21.73 12.01 52.44

PCAE 70.65 74.98 64.92 36.86 14.77 52.44
PCAEbart 89.10 88.10 84.40 37.00 32.97 66.31

300
SVAE 81.20 79.10 72.82 37.95 16.21 57.46
PPVAE 68.55 82.04 54.05 17.78 10.89 46.86
OPTIMUSbart 86.05 89.67 77.67 35.20 17.00 61.28

PCAE 82.16 84.54 75.67 45.61 18.42 61.28
PCAEbart 92.40 91.70 84.05 34.23 28.63 66.20

500
SVAE 89.31 81.60 68.10 41.58 18.91 59.90
PPVAE 75.12 81.49 49.82 18.49 10.97 47.18
OPTIMUSbart 94.10 95.53 79.08 31.97 22.32 66.42

PCAE 90.39 89.09 77.94 52.43 22.28 66.42
PCAEbart 95.30 93.70 89.15 38.43 27.47 68.81

800
SVAE 87.10 75.63 70.88 43.34 20.48 59.48
PPVAE 72.07 78.89 66.78 22.61 10.52 50.17
OPTIMUSbart 90.60 96.40 84.00 36.67 19.84 68.87

PCAE 90.79 89.46 80.17 56.34 27.56 68.87
PCAEbart 97.50 95.90 86.10 51.80 31.33 72.53

1000
SVAE 86.02 73.82 68.85 41.71 17.66 57.61
PPVAE 72.44 81.76 71.10 20.03 10.69 51.21
OPTIMUSbart 81.93 92.60 82.85 32.69 26.10 63.23

PCAE 91.09 92.48 79.80 58.96 30.31 70.52
PCAEbart 95.50 94.30 82.05 49.00 24.11 68.99
explored and revealed the capacity to generate diverse con-
tents [52,53]. We measured distinct n-grams (normalized by the
ength of text) as in [54]:

istinct-n =
unique n-grams

N
, (6)

where N is the number of generated words. Higher the Distinctive
scores are, less likely the model produces ‘‘dull texts’’. We report
the ratio of unique 1-gram and 2-gram values (refer to D-1 and
D-2 respectively) of 5k sentences for each category from any
model on five tasks in Table 4. (1) For both RNN-based and
BART-based models, our model is able to generate more diverse
sentences than baselines in most cases. Especially on topicsM and
topicsL, the gains in diversity from our model to other methods
are significantly higher (PCAE is twice as better as PPVAE or SVAE
on D-1, PCAEbart is almost triple as better as OPTIMUSbart on D-
2). (2) Introducing pre-trained BART to our model can largely
bring up the D-1 values. We ascribe it to the larger vocabulary
size of pre-trained BART (i.e., 50,265 for BART by default and
maximum 30,000 for RNNs by presetting). (3) BART-based PCAE
has little or non improvement on D-2 compared with RNN-
based models. This is because PCAEbart reaches a higher degree
of controllability, which is naturally contradicts to text diversity.
7

That is, as the increase of broadcasting layer, PCAEbart may produce
more structured local latent space, which is in favor of generating
controllable sentences but against high diversity in the latent
representations. This can be explained as the PCAEbart10 always
generates more diverse texts than PCAEbart15 in the table.

4.4.3. Training cost
Can our model be applicable in real scenarios? To answer

that question, the training time of plug-in modules should be
paid great attention to. We make comparison between RNN-
based PCAE and PPVAE, which are plug-and-play. In detail, we
recorded times that every model consumed until it converged,
and all models were trained on the same machine with one
TITAN X GPU successively. For every picture from Fig. 5, we
draw the time consumption in seconds of RNN-based models.
We have the following conclusions: (1) Our model outperforms
PPVAE distinctively in all circumstances (less than a half of the
training time compared with PPVAE in both model settings). This
demonstrates the effectiveness of our model for being a more
pragmatic tool for controllable text generation. (2) In cases of two
tasks from Yahoo dataset, PPVAE is less disadvantageous in time
cost than other tasks compared with ours. We argue that these
cases should be analyzed combined with the accuracy metric:
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Table 4
Distinct-1 and Distinct-2 (refer to D-1 and D-2 respectively) of different models with varied number of labeled
samples for each class. Real values are the presented ones divided by 100. PCAEn and PCAEbartn means the proposed
RNN-based PCAE and BART-based PCAE model with n broadcasting layers respectively. We use boldface to indicate
the best value.
Label Num. Models Sentiment Tense topicsS topicsM topicsL

D-1 D-2 D-1 D-2 D-1 D-2 D-1 D-2 D-1 D-2

100

SVAE 1.38 20.68 2.01 26.54 1.13 23.33 0.29 9.29 0.12 4.87
PPVAE 2.91 27.60 3.93 35.99 1.59 17.49 0.19 4.07 0.18 3.43
OPTIMUSbart 7.39 17.62 6.11 12.27 4.28 10.90 0.12 0.31 0.45 2.73

PCAE10 3.14 31.19 3.52 33.98 2.49 23.46 0.27 6.22 0.40 4.99
PCAE15 2.92 31.38 3.47 33.63 2.81 25.11 0.28 6.22 0.39 4.96
PCAEbart10 9.98 25.54 11.06 28.34 5.43 11.53 0.30 1.46 1.28 7.45
PCAEbart15 10.41 27.17 9.63 25.69 4.42 7.94 0.17 1.05 1.13 5.29

300

SVAE 1.23 22.86 1.64 31.36 0.93 20.47 0.20 7.02 0.11 4.82
PPVAE 2.50 28.75 3.75 35.42 1.34 16.71 0.19 3.91 0.17 3.40
OPTIMUSbart 9.39 24.07 11.10 24.15 5.65 14.06 0.13 0.49 0.60 3.22

PCAE10 2.31 28.18 2.95 35.23 1.96 23.70 0.21 6.50 0.33 5.26
PCAE15 2.58 28.93 2.99 37.06 1.93 23.89 0.21 6.47 0.33 5.20
PCAEbart10 14.08 40.31 12.74 22.53 5.59 16.73 0.36 1.82 1.47 7.85
PCAEbart15 12.86 35.94 12.08 19.76 4.80 11.07 0.17 0.90 4.14 9.98

500

SVAE 1.34 25.23 1.83 34.55 0.78 19.19 0.16 5.89 0.11 4.73
PPVAE 3.53 34.83 3.73 35.23 1.13 15.90 0.18 3.76 0.17 3.37
OPTIMUSbart 10.96 26.37 11.84 24.74 6.52 15.58 0.08 0.29 0.89 4.11

PCAE10 2.19 28.65 2.69 31.60 2.15 24.52 0.23 6.43 0.38 5.03
PCAE15 2.30 34.86 2.66 36.32 2.10 25.28 0.23 6.59 0.37 5.05
PCAEbart10 14.21 40.91 17.72 33.30 8.65 19.53 0.38 1.87 1.60 7.67
PCAEbart15 15.41 42.58 7.16 11.14 8.98 17.51 0.39 1.92 0.64 3.55

800

SVAE 1.75 25.42 1.95 35.32 0.71 19.35 0.15 5.32 0.10 4.69
PPVAE 2.32 31.71 3.57 34.83 0.99 15.26 0.18 3.62 0.17 3.34
OPTIMUSbart 12.39 31.06 14.34 32.25 7.13 17.43 0.10 0.31 0.43 2.64

PCAE10 2.12 29.71 2.96 32.62 2.52 24.27 0.26 6.39 0.44 5.45
PCAE15 2.25 34.05 2.80 37.74 2.45 24.90 0.27 6.45 0.44 5.48
PCAEbart10 15.64 46.79 15.51 28.60 9.95 22.25 0.40 2.14 1.66 8.14
PCAEbart15 15.38 48.19 15.34 29.41 6.99 14.90 0.12 0.75 0.81 4.31
Fig. 6. Visualization of the designed prior of local latent z l from RNN-based PCAE with varied layers in Broadcasting Net on (a) Yahoo topicsL task and (b) topicsS
task. The number of broadcasting layer is chosen from 5, 8, 10, 12 in succession.
PPVAE cannot handle situations where too many classes come
in at one time, thus quits learning to be controlled (e.g., PPVAE
holds steady accuracy of 20% and 15% for topicsM and topicsL in
Fig. 4) and converges without acquiring enough knowledge from
8

the biased data. (3) Varying the number of broadcasting layers
in the label infuser does not influence the training time appar-
ently. Because each broadcasting layer contains a small number
of parameters to be updated. We also present the averaged time
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Fig. 7. Macro-F1 score for generated controllable text classification with regard to varying broadcasting layer and labeled samples for each class based on RNN-based
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Table 5
Averaged time cost for training with 300 labeled data for each class on
RNN-based systems.
Models Time cost

SVAE ∼1.1 h (every time)
PPVAE 1 h (only once) 55.71 s (Plug-in)
Ours 1 h (only once) 37.18 s (Plug-in)

cost of baseline models compared with our model in Table 5.
SVAE and OPTIMUSbart as end-to-end model and two-stage fine-
uning model respectively are much slower and unpractical to be
ontrollable when coming across too many conditions.

.4.4. Justification for latent optimization
To illustrate that the whole plug-in training process is more

nclined to enhance the controlled expression in the latent field
i.e., helps zg towards meaningful and structured z l), updat-
ng decoder is only an auxiliary tool for producing more fluent
equential content. We resort to visualize the input of model
ecoder using T-SNE [55], the visualized input corresponds to the
rior of local latent code z l . As shown in Fig. 6, under the setting
f RNN-based PCAE on topicsL task and topicsS task, the factitious
ocal latent prior with given labels are well separated. Priors
rom Broadcasting Net with added layers show more compact
nd structured clustering, which further verifies our claim in
ection 4.4.2 for the discussions about generated text diversity.
his phenomenon also justifies that the Broadcasting Net as our
abel infuser function Φ efficiently elevates the capacity in the
earnt hidden representations. From another view, PCAE produces
ontrollable sentences by focusing on zg to z l rather than updat-
ing the parameters in decoder. We can also observe that, topics
that are intuitively more correlated in real-life are actually closer
in clustering (e.g., society is always in the center, family locates
close to education
9

4.4.5. Generated sentences
We present texts with different conditions on three tasks

(sentiment, tense, topicsS) in Table 6. For RNN-based PCAE, pre-
sented sentences intuitively match the given attribute well. For
instance, in Yelp tense task, context assigned with ‘‘Past’’ attribute
has signal words of ‘‘was’’ and ‘‘expected’’. In Titles topicsS task,
entence that belong to different conditions owns keywords in-
luding the names of celebrities (‘‘kardashia’’, ‘‘beyoncé’’), name
f cell phones (‘‘iphone’’) or code for diseases (‘‘ebola virus’’). For
ART-based PCAE, sentences are more complex and fluent. For
nstance, in Yelp sentiment task, sentence with ‘‘Positive’’ label
resents ‘‘good’’, ‘‘smooth’’ and ‘‘tasty’’ in the comment. As in
itles topicsS task, sentences given different topics show their
wn features, such as text belongs to the ‘‘Business’’ topic talks
bout the company value of Tinder, while text from ‘‘Health’’
ocuses on the calorie of food.

.4.6. Ablation study
We conducted all ablation experiments on RNN-based PCAE

nd similar behavior should be observed for BART-based one.
irstly, we specifically analysis the impact of different broad-
asting layer and labeled samples for training to the control of
enerated texts on five tasks. As shown in Fig. 7, (1) More broad-
asting layers can bring up the control ability of the proposed
odel until it is 12, that is 10 or 12 layers of Broadcasting Net
enerally perform the best among all presented experiments re-
ults. (2) With the number of labels increases, the F1 scores climb
igher in general. And keep increasing the number of labeled
amples will finally make the our model in full supervision.
Secondly, we explore the effectiveness of latent regulator Linfo.

heoretically speaking, the latent regulator i.e., mutual informa-
ion maximization term between code z l and observed data X
an bring the model to a deeper learning stage, thus helpful in
nhancing the controllable ability of our model. To verify the
mpact of such latent regulator, we use test F1 score on senti-
ent and tense tasks with 100 and 800 labeled sample for each
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Table 6
Conditional examples generated by PCAE on three tasks for qualitative analysis.

Task Condition Generated examples

RNN-based

Sentiment Negative • this main experience was totally short and no good.
Positive • good experience in the area

Tense Past • the fries were interesting, but not overcooked by the toppings.
Present • the place is always good and the brunch is the beginning.

topicsS

Entertainment • kate gomez sparks justin bieber engagement in an ring
Business • linkedin to oracle will offer hiding on data today
Technology • lg launches mini spots of a now $199 on the September
Health • sierra of un: scientists fight ebola virus family

BART-based

Sentiment Negative • furthermore, the food quality does not meet the price.
Positive • really good burgers and the oak stout beer is really smooth and tasty.

Tense Past • the paella was really really really good and the manhattans did not disappoint.
Present • they compete with each other and do not care about you!

topicsS

Entertainment • is hollywood to blame? or journalism? a battle on twitter
Business • tinder may not be worth $5b, but its way more valuable than you think
Technology • vintage-look electric car that could replace horse-drawn carriages
Health • 2780-calorie french toast: cheesecake factory tops the (calorie) charts
Fig. 8. Ablation study with F1 indicator of RNN-based PCAE with 12 layers in terms of latent regulator Linfo on sentiment and tense tasks. Number in parentheses
behind task name is the label number for each class for model training.
categories respectively, further train PluginAE with or without
Linfo and report the F1 score in Fig. 8. From the results, we
can see that (1) the latent regulator helps strengthen control
capability of our model. (2) F1 results of models with Linfo gain
a narrower standard deviation than models without Linfo, which
demonstrates that the latent regulator enhances the robustness
of PCAE.

5. Conclusion

In this work, we present a model-agnostic semi-supervised
controllable text generation framework PCAE, which leads to
remarkable empirical performance on both RNN-based and pre-
trained BART-based settings. By adding Broadcasting Net to exist-
ing plug-and-play system, we put this mainstay framework into
a more universal pattern to generate controllable textual con-
tents with auto-encoders. The visualization of learned local latent
prior justifies the model optimization takes place in the hidden
space. More importantly, with higher degree of controllability and
competitive diversity of output texts plus less resource costs to
apply the proposed framework, PCAE shows promising results on
validating the effectiveness of proposed Broadcasting Net. To make
our model more practical in real-world scenarios, we apply both
plain RNN trained from the scratch and pre-trained BART to our
framework, and consistent results proves the effectiveness of the

proposed framework.
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